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Abstract:
In the Software Industry, the Software Reliability linked with Neural Networks are very important. Here, In this paper We briefly introduces the BP(Back Propagation) neural network and also discuss about the application of BP neural network algorithm in evaluating the reliability of software, it constructs the evaluation index system of software reliability based on the neural network, and finally design the software reliability evaluation system. This system takes the scores of influence factors(main factors) of software reliability as input which are marked by user, and then output the evaluation result of software reliability computed by the trained neural network.
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I. INTRODUCTION:
In the network side, the artificial neural network contains a large number of simple processing units, these are connected with each other into the network according to a certain way. It has successfully solved many problems that modern computer could not solved and showed good performance of intelligence and potential application prospect at many areas, such as pattern recognition, signal processing, prediction and evaluation, automatic control, fault diagnosis, system identification, combinatorial optimization, medicine and economics.

BP(Back Propagation) neural network is one of the most widely used neural networks. This paper discusses the application of BP neural network to predict software reliability, and designs a software reliability evaluation system.

II. BP NEURAL NETWORK
The BP neural network is a multilayer feed forward neural network. It contains one or more hidden layers, which are trained by the error back propagation algorithm. The learning process of BP algorithm consists of two processes, which are the positive propagation of signal and back propagation of error. The two processes are to adjust the weight matrix of each layer. The processes will be operating until the error of the network output is reduced to an acceptable degree, or the learning time is to a predetermined number.

BP neural network is the most widely used at present, which is mainly because that, it has the following important capabilities

A. Nonlinear Mapping
Multilayer feed forward neural network can learn and store a large number of input-output mappings, so it is not necessary to understand the mathematical relationship of the mappings. As long as enough samples can be provided for the BP network to train and learn, it is able to complete the nonlinear conversion from input space to the output space.
B. Generalization

In many cases, we require that neural network has good fitting ability of the existing training sets, and we also require that it can make better prediction to the same distribution data beyond the training set. This is related to the generalization ability of neural network which refers to the ability of the neural network model already trained can make correct prediction to the sample beyond the training set. Training is not a simply remembering the sample data, but to grasp the inherent regularity implied in the sample.

C. Fault Tolerant

Another advantage of the multilayer feed forward neural network is that the input samples are allowed to have some errors. This is because the adjustment of weight matrix is the process of extracting statistical characteristics from a large number of samples. The knowledge which can reflect the correct rules comes from all the samples, and the error of the individual sample cannot affect the adjustment result of weight matrix.

The BP Neural Network Contains the Inputs and Output. The Inputs taken as Voltage, Current, Temperature and Cycle Time and the output as Sec is shown in the below figure:1

![Figure 1: Input and Output of the BP Neural Network](image)

III. Design of Software Reliability Evaluation System:

Software reliability has become the focus of people's attention and research as an important measure of software quality. The most direct method of software reliability measurement is to test the failure of software in the actual operating environment. However, this approach is flawed. Firstly, it requires the software to put into operation and the operation time will be relatively long.

Secondly, people want to estimate the software reliability in development stage to test whether it achieves the desired goal. So people put forward the method of software reliability modelling. But at present, the accuracy of many software reliability models is limited, that is, the model can achieve a higher level of expected just for only one or a few software engineering projects or a certain stage of data. Such models are often not robust, and a single model is not adapted to the minor changes in software engineering projects, which makes the error increase dramatically.

Due to the lack of existing reliability models, this paper establishes a relational model between software reliability assessment value and influence factors by making the advantages of the neural network -- self-learning, self-organizing, adaptive ability. Flow chart of software reliability evaluation based on BP neural network is shown in Fig. 2.
This method trained the BP network by the samples of influence factors scores marked by experts. The system selects ten relatively important and representative software reliability influence factors, so that the generalization ability of the trained neural network will be better. When evaluating the software, the system reads the weights of BP neural network stored in the knowledge base and the values of ten influence factors marked by user, and then finally get the reliability of the software after operation.

A. The Main Factors of Software Reliability

Software reliability influence factors can be divided into the following categories: software itself factors, human factors, development factors, environmental factors, software reliability engineering factors and other factors.

If the number of factors which is the input layer in the evaluation index system is too large, it will reduce the generalization ability of the network and ultimately affect the accuracy of the system. So we select ten factors as evaluation index. They are software architecture, software requirements, coupling degree with hardware, software process maturity, human factors, software development process, environmental factors, software reuse, code quality, and other factors.

B. Design of BP Neural Network

1) Structure and parameters of BP network:

The software reliability evaluation problem can be regarded as the nonlinear mapping relationship between software reliability assessment value and scores of influence factors. A three-layer BP network can approach the mapping relation with any precision [8], so the system adopts three layers of BP network structure.

2) Number of input neurons:

This system selects ten factors which are relatively important and representative as the evaluation indexes. So the number of input layer neurons is identified as 10 and the input parameters are the score of the influencing factors.

3) Number of output neuron:

The software finally gets the evaluation value of the software reliability, so the output layer has only one neuron. It is a numerical value which ranges between 0 and 1. The higher the output value means the software has the better reliability.

4) Number of hidden layer neuron:

The function of the hidden layer neurons is to extract and store the inherent rules from the learning samples. Each neuron has a number of weights and each weight is a parameter to enhance the ability of network mapping.

If the number of hidden layer neurons is too small, the ability of extracting knowledge from a sample will decline, and it’s not sufficient to reflect the rules of learning samples. If the number of hidden layer neurons is too large, it will learn the irregular knowledge of the samples, which can reduce the generalization ability. The system calculates the appropriate number of hidden layer neurons by defining a function.

5) Learning samples for training:

The learning samples set is generally an authoritative evaluation result with high reliability, which can be evaluated by the experts.

IV. CONCLUSION

In this paper, the prediction of software reliability is realized by constructing BP artificial neural network. As the trained BP neural network has strong ability of pattern recognition, it can no longer depend on the condition of the software in the actual operating
environment. BP neural network model can also continue to optimize by choosing more reasonable influencing factors and training with a representative the sample set.
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